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Abstract

Since Mona Baker laid the foundations of Corpus-based Translation Studies, and as a result of the integration of new technologies in the current educational and professional environment, many proposals have advocated the use of *ad hoc* corpora in translation and interpreting disciplines due to their numerous advantages. These advantages have also been pointed out by researchers such as Laviosa (1998), Bowker (2002), Zanettin et al. (2003), Corpas (2008) or Seghiri (2015, 2017a and 2017b), as corpora are a very valuable source of grammatical, textual or terminological information. This article presents a process to implement a bilingual and bidirectional (English-Spanish/Spanish-English) glossary based on the compilation and exploitation of an *ad hoc* corpus.
to address an interpretation of a conference on dysphasia in the framework of a class lecture on interpreting. We illustrate how to semi-automatically extract the terms of the glossary using Terminology Extraction Suite (TES). In order to compile a quality corpus, it is necessary to apply a protocolised and systematic methodology. Therefore, in order to ensure the qualitative representativeness of the corpus, we have established clear design criteria and adapted the Seghiri compilation protocol (2006 and 2012) consisting of four phases—searching, downloading, text formatting and saving data—by adding an alignment phase (Castillo Rodríguez, 2009). We have also determined the quantitative representativeness of the corpus using the ReCor computer application (Seghiri, 2006 and 2015), which is designed specifically for this purpose.
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1. INTRODUCTION

The term dysphasia, also called specific language impairment (SLI), was proposed to describe cases in which difficulties in the comprehension and/or expression of language cannot be explained. According to Aguado (2009), however, SLI is due to cognitive delay, morphological or motor alterations of the speech organs, perceptual deficiencies or social disorders. SLI is a developmental disorder that affects 5–7% of the general population (Tomblin et al., 1997 and
Leonard, 1998) and begins in the early stages of development. According to the Specific Language Impairment Association of Madrid (ATELMA), there is a sequential relationship between SLI and other conditions such as autism spectrum disorder (ASD), written language learning disorders and psychological impairment. In this regard, Conti-Ramsden (2002) found that 9% of 242 children with SLI studied from 1997 to 2001 (Nuffield Project) developed ASD over the study period. Moreover, in a 14-year follow-up study, Beitchman et al. (2001) observed that about 35% of young people diagnosed with SLI had psychiatric disorders such as anxiety, social phobia or certain types of antisocial behaviour. Consequently, people directly affected by SLI, as well as their families, undoubtedly need services and tools to enable the early detection and accurate diagnosis of the disorder. Thus, this study focuses on improving communication among the scientific community specialised in these disorders. Moreover, there is a growing need for professional medical translation. According to a study conducted by the Association of Specialised Centres in Translation (ACT, 2005), this type of translation already accounted for 14.6% of translation market demand in Spain in 2005; a figure which continues to rise in response to the

increasing amount of research being conducted in both the public and institutional sectors (Pan American Health Organization, World Health Organization, European Commission Directorate-General for Translation, etc.) and the private sector (e.g. the pharmaceutical industry, hospitals or research centres, etc.).

In the translation and interpreting field, the importance of documentation is evidenced by the presence of documentation content in higher education programmes of study. In Spain, documentation has been a core and compulsory course of the Bachelor’s Degree in Translation and Interpreting since the 1980s. The importance of documentation has also been highlighted in the *White Paper on the Bachelor’s Degree in Translation and Interpreting* (*Libro Blanco del Título de Grado en Traducción e Interpretación*), which sets the guidelines for curricular design in Spanish universities within the framework of the European Higher Education Area. Training in documentation is essential, since only effective documentation work will ensure correct translations and interpretations in any field of specialisation. The documentary sources available to professional translators and interpreters are

multiple and varied, ranging from terminological sources (glossaries, specialised dictionaries or terminology databases, etc.), consulting with experts, encyclopaedias, institutional sources, lists and discussion forums, manuals, parallel texts and thesauri, to name but a few. However, according to a study by Corpas et al. (2001) carried out among translation and interpreting students at the University of Malaga, Spain, despite the enormous variety of available resources, bilingual dictionaries continue to be the most widely used resource by students, followed far behind by monolingual dictionaries. The same results were obtained by Atkins and Knowles (1990) at the University of Tamepre, Finland, and Mayer (1988) and Roberts (1990, 1992) at the University of Ottawa, Canada. Excessive reliance on dictionaries, glossaries and terminology databases might be problematic because these resources present words as isolated units without context. They also lack information on how words are combined. This is compounded by the fact that specialised dictionaries for specific discourse domains are often not available and, if they do exist, they are very deficient, which further justifies the need to learn a flexible, low-cost and user-friendly tool given the speed at which translation and interpreting are performed.

Therefore, the only resource that can offer us such advantages is the corpus, and according to Laviosa (1998), Bowker and Pearson, (2002) and Zanettin et al. (2003), the ideal type of corpus would be—and still is—the so-called *ad hoc* corpus.¹

2. CORPUS LINGUISTICS IN TRANSLATION AND INTERPRETING DISCIPLINES

The concept of corpus has been addressed by numerous authors. For instance, Sinclair (1991: 171) defined a corpus as ‘[...] a collection of naturally-occurring language text, chosen to characterize a state or variety of a language’. Translators must make sure that the set of texts they are dealing with constitute a corpus, since it is precisely their representativeness that differentiates them from other types of texts. As Francis (1982: 17) stated, ‘[...] a corpus is a collection of texts assumed to be representative of a given language, dialect, or other subset of a language to be used for linguistic analysis’. The most accepted definition might be the one provided by EAGLES (1996a: 4), which identifies the three characteristics that differentiate a corpus from a set of texts: ‘[...] a

---

¹ An *ad hoc* corpus is also referred to as a corpus for specific, virtual, electronic, disposable or web purposes, among others.

collection of pieces of language that are selected and ordered according to explicit linguistic criteria in order to be used as a sample of the language’.

Since Mona Baker laid the foundations of the so-called Corpus-based Translation Studies, many proposals have supported the use and study of corpora in the field of translation and interpreting, and corpus linguistics in translation and interpreting studies has now become a consolidated line of research. As a result, there is a vast body of scientific literature that has examined the specific characteristics of different genres (Corpas, 2008; Sánchez Ramos and Vigier Moreno, 2016), as well as their pedagogical applications (Monzó Nebot, 2008 and Zanettin, 2003) or the use of corpus as a documentary resource in professional environments (Gallego-Hernández, 2015). Moreover, several studies have shown interesting results on the habits and uses of electronic documentary tools not only among translation and interpreting students (Cid-Leal and Perpinya-Morera, 2015), but also among professionals (Désinales et al., 2009). These works conclude that both students and professionals mainly use electronic resources and therefore training in this type of tools, as well as the efficient search for them, must be incorporated into the

training of translators and interpreters. In this context, the integration of information and communication technologies (ICT) has changed the approach of lecturers, professional translators and interpreters and students in these disciplines. Indeed, a large number of authors, such as Laviosa (1998), Bowker and Pearson (2002), Zanettin et al. (2003), Bernardini and Castagnoli (2008) or Corpas (2001 and 2008) have highlighted the virtues of using *ad hoc* corpora for the teaching and learning of translation and interpreting. According to these authors, corpora—as a specialised grammatical and discursive, lexicographic, terminological and cognitive resource—constitute a macro source of documentation. Corpora also provide models and patterns that guide translators or interpreters in their decision-making processes at the macro- and micro-structural level.

However, despite the numerous advantages of using *ad hoc* corpora in translation and interpreting, the main problem, as Seghiri (2010) has stated, is that specialised corpora which have already been compiled are not available on the Internet, or if they do exist, they would hardly satisfy all documentation needs. Given this situation, translators and interpreters have no

alternative but to compile their own ad hoc corpora. In this study, we present a methodology to extract bilingual terminology from a parallel (Spanish-English) ad hoc corpus. The process will be exemplified in the context of a practical class in interpreting in which students must interpret a conference on dysphasia (SLI).

3. CREATING A GLOSSARY FOR INTERPRETERS BASED ON THE COMPILACION OF AN AD HOC CORPUS

The following section describes a method for creating a bilingual and bidirectional glossary based on the compilation of a parallel ad hoc corpus in the Spanish-English language pair that can be used for specialised interpreters in the field of medicine, specifically on dysphasia (SLI).

3.1 Compilation of an ad hoc corpus: determining qualitative representativeness

According to Seghiri (2006), in order for a collection of texts to be considered a corpus, it must be compiled according to specific parameters so that it can represent a state or a section of a language. The author also points out that in order
for a corpus to be representative, it must be correctly designed and the documents that compose it must be selected according to a specific design criteria and an appropriate compilation protocol. Thus, this method is divided into two well-differentiated steps —design criteria (Step I) and compilation protocol (Step II)—, which will ensure the qualitative representativeness of the corpus.

### 3.1.1 Design criteria

Before starting the compilation process, it is essential to establish clear *design criteria*. With regard to the topic of the interpretation, we have used an interpretation dealing with dysphasia as an example. The corpus is comprised of abstracts drawn from research articles on this disorder, so it is completely *homogeneous* in terms of content. The corpus is fed exclusively by electronic resources, so it is *virtual*. It is also *parallel*, *bilingual* and *monodirectional*, as it includes original articles in Spanish and their translations into English. In addition, it is *partial* because the corpus only includes the abstracts of the research articles.

### 3.1.2. Compilation protocol

Once the initial design parameters have been established, the translator must follow a *protocolised methodology* for compiling the corpus. In our case, we have used an adapted version of the compilation protocol of Seghiri (2006 and 2012) comprising four phases: searching, downloading, text formatting and saving data. These typical phases to compile a comparable corpus are followed by a fifth step, alignment (Castillo Rodríguez, 2009), which is necessary for the subsequent management and exploitation of the bitexts in the Terminology Extraction Suite program.

The first phase consists of *searching* for the documents on the Internet. In this sense, the ability to identify the desired information on the web depends largely on the accuracy and effectiveness with which search engines are used by the translator and the interpreter. Thus, an accurate and effective search does not consist of using the search engine *per se*, nor in reading multiple documents until we find the ones we are looking for, but in learning to locate the information with the

necessary precision. To prevent the problem of retrieving an excessive number of documents on the Internet that were not valid for our corpus, we performed two types of searches: an institutional search and a search using the descriptors and equations provided in the Google Advanced Search option. As regards the institutional search, we retrieved scientific and academic journals from the Scielo and Neurology Journals databases (see Figure 1).

![Institutional search](image)

Secondly, the search based on descriptors and search equations in the Advanced Search option provided by Google was highly efficient, fast and simple. Among other functions, this tool allows
restricting the search by language (Spanish and English) and geographical area. As far as the search format is concerned, we opted not to specify it in order to obtain as many documents as possible. It should also be noted that it is essential to use clear and appropriate keywords or search descriptors to obtain the largest number of representative samples for the corpus and avoid the so-called ‘documentary noise’. Table 1 shows the main descriptors and search equations used to restrict and specify the search results and obtain the maximum number of documents in accordance with the corpus design criteria.

Table 1: Keywords and search descriptors used to access the information

<table>
<thead>
<tr>
<th>Text type</th>
<th>Keywords</th>
<th>Search descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spanish</td>
<td>Resumen artículo científico</td>
<td>“resumen” AND “artículo científico” AND “disfasia” AND “trastorno específico del lenguaje” AND “TEL”</td>
</tr>
<tr>
<td>Abstract of scientific</td>
<td>Abstract, scientific article, dysphasia,</td>
<td>&quot;Abstract” AND “scientific article” AND “dysphasia” AND “specific language impairment” AND “SLI”</td>
</tr>
<tr>
<td>article on dysphasia</td>
<td>specific language impairment, SLI</td>
<td></td>
</tr>
</tbody>
</table>


After locating the documents to compile the corpus, they are downloaded. Although documents are usually downloaded manually (see Figure 2), this task can be automated for groups of pages using programs that allow them to be downloaded in batches, such as GNUWget² or GetBot³ (see Figure 3 and Figure 4). With regard to this last phase, it is necessary to mention the multitude of formats in which the samples that comprise the corpus can be found (.pdf, .doc, .html, etc.), which is why the next step is necessary.

Figure 2. Manual downloading of texts

---
² Available at: <https://www.gnu.org/software/wget/>.
³ Available at: <http://www.getbot.com/>.

The documents that we located and downloaded in the preceding steps can be found on the Internet, usually in .html, .doc, .docx or .pdf formats. However, corpus management programs generally

only work in ASCII or plain text format (.txt). For this reason, it is necessary to perform a format conversion process. The procedure proposed by Seghiri (2012: 376) can be used for this purpose: `the conversion from any format to plain is as easy as to copy and paste it into a plain text document (.txt)` (see Figure 5), as long as the texts in .pdf format are not encrypted. However, if they are encrypted, it is necessary to use online programs such as freepdfconvert\(^5\), documento.online-convert\(^5\) or the powerful Abbyy Fine Reader\(^6\), to mention some of the most common ones (see Figure 6).

---

\(^5\) Available at: <https://documento.online-convert.com/es>.

\(^6\) Available at: <https://www.abbyy.com/es-es/finereader/>.

\(^7\) Available at: <http://rename.lupasfreeware.org/>.

The last phase, *saving data*, consists of storing the documents in folders and subfolders. In this process, it is necessary to establish a clear code that permits the texts to be properly stored and easily located, as well as the possible extension of the corpus. To do so, we have first created a folder labelled ‘Dysphasia (SLI)’. Two folders were then created within the first folder: one of which was labelled ‘OT’ and contained the original documents in Spanish (ES) and a second folder labelled ‘TT’ where the target texts were saved (i.e. the translations into English (EN). Two more folders were then created in these two subfolders: one which was labelled ‘OF’, which contained texts in

their original format (.pdf, .html, etc.), and another labelled ‘TXT’, which contained the abstracts in plain text. Finally, the topic is indicated: dysphasia (SLI). Table 2 shows the coding used for the data saving phase. Although corpus coding can be done manually, we have used the automatic coding program Lupas Rename⁷.

<table>
<thead>
<tr>
<th>DYSPHASIA (DSL)</th>
<th>OT</th>
<th>ES</th>
<th>OF</th>
<th>TXT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>00OTESOFDSL</td>
<td>01OTESOFDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>02OTESOFDSL</td>
<td>02OTESOFDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>03OTESOFDSL</td>
<td>03OTESOFDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>…</td>
<td>…</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>01OTESTTXTDSL</td>
<td>01OTESTTXTDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>02OTESTTXTDSL</td>
<td>02OTESTTXTDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>03OTESTTXTDSL</td>
<td>03OTESTTXTDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>…</td>
<td>…</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DYSPHASIA (DSL)</th>
<th>TT</th>
<th>EN</th>
<th>OF</th>
<th>TXT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>01TTENOFDSL</td>
<td>01TTENOFDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>02TTENOFDSL</td>
<td>02TTENOFDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>03TTENOFDSL</td>
<td>03TTENOFDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>…</td>
<td>…</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>01TTENTTXTDSL</td>
<td>01TTENTTXTDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>02TTENTTXTDSL</td>
<td>02TTENTTXTDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>03TTENTTXTDSL</td>
<td>03TTENTTXTDSL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>…</td>
<td>…</td>
</tr>
</tbody>
</table>

After completing the four steps to compile the corpus (searching, downloading, text formatting and saving data), we obtain a parallel and bilingual corpus consisting of 25 original abstracts from
scientific articles in Spanish (3246\textsuperscript{8} words or tokens) and their corresponding translations in English (2488 words or tokens).

Finally, to exploit the samples of texts using the parallel corpus management program (TES\textsuperscript{9}), it is necessary to align the corpus. Although many corpus alignment programs are currently available, we have used LF Aligner.\textsuperscript{10} For the alignment process, the first step is to specify the format and coding of the texts (in this case, plain text with UTF-8 coding). Then, the language pair of the texts to be aligned is specified and, finally, the documents to be aligned are selected (see Figure 7 and Figure 8).

\textsuperscript{7} Available at: <http://rename.lupasfreeware.org/>.
\textsuperscript{8} To count the number of words we have used Word Count Tool available at: <http://wordcountool.com/>.
\textsuperscript{9} Available at: <https://sourceforge.net/projects/terminology-extraction-suite/>.
\textsuperscript{10} Available at: <https://sourceforge.net/p/aligner/wiki/Home/>.

Once the alignment is completed, LF Aligner displays how many lines have been created for each language (see Figure 9).

Figure 9. Corpus alignment (Spanish-English) with LF Aligner

LF Aligner has an option that permits reviewing the alignment manually (which can be done with either the program’s own graphic editor or with an Excel file). It is possible to combine or separate the paragraphs (Merge and Split), as well as move them up (Shift up) or down (Shift down), delete cells or modify the aligned segments. After completing the alignment review, LF Aligner can create a file with .tmx extension (translation memory) that can be used in computer-aided translation (CAT) programs or extract the aligned documents in plain text format, which is what we used for the management of the corpus (see Figure 10).
By following these five steps (searching, downloading, text formatting, saving data and alignment) and taking into account the previous design criteria, the quality of the corpus documents is ensured, in other words, it is a representative corpus from a qualitative point of view.

3.2 Determining quantitative representativeness

Although the set of texts we have obtained is representative from a qualitative point of view, it is necessary to verify whether the corpus is representative from a quantitative point of view, that is, whether the compiled documents cover the basic terminology of the field of specialty:
dysphasia (SLI). To do so, the ReCor\textsuperscript{11} program (version 2.3) was used. Figure 11 shows how the program can be used to determine if the corpus is representative in quantitative terms. As shown in the figure, the first step is to load the two subcorpora.

The result of both analyses is presented through graphical representations as output files in .txt format. In particular, it is assumed that the coefficient between real words of a text and total words (types/tokens)—i. e. the density or lexical richness of a text—does not increase proportionally from a certain number of texts (see figures 12A and

\textsuperscript{11} Recor is an effective solution to determine a posterior, for the first time, the minimum size of a corpus or textual collection, regardless of the language or textual genre of that collection, establishing, therefore, the minimum threshold of representativeness through an algorithm (N-Cor) of analysis of the lexical density as a function of the incremental increase of the corpus.
13A). The same applies when representativeness is calculated on the basis of lexical density from word sequences or n-grams (see figures 12B and 13B). Each of the figures shows two lines that represent the documents ordered alphabetically (red line) and randomly (blue line). The lines merge together and stabilise as they approach the value of zero, which indicates the minimum size for the collection to be considered representative. Thus, figures A and B graphically illustrate the point at which the qualitative criteria begins to be representative in quantitative terms. We then proceed to determine the representativeness of each of the two subcorpora.

Figure 12. Determination of the quantitative representativeness of the Spanish subcorpus (1-gram)

Figure 13. Determination of the quantitative representativeness of the English subcorpus (1-gram)

As can be seen in the figures, the Spanish subcorpus begins to be representative at 20 documents and 2200 tokens (see Figure 12), while the English subcorpus begins to be representative at 13 documents and 2000 tokens (see Figure 13). Therefore, the ReCor program has shown that the compiled corpus is not only qualitatively but also quantitatively representative, so it is ready to be exploited and managed for the subsequent semi-automatic extraction of terminology units that will be included the interpretation glossary.
3.3 Creating a bilingual glossary from an ad hoc corpus

Once we have compiled a representative corpus in both qualitative and quantitative terms, the next step is to exploit and manage the corpus to create a bilingual and bidirectional glossary on dysphasia (SLI) for medical interpreters. For the semi-automatic extraction of the glossary terms we have used Terminology Extraction Suite (TES), which is comprised of two smaller software applications: TES-Wizard and TES-Editor. Thus, the entire terminology extraction process must be done with two programs: TES-Wizard, which extracts candidate terms from a monolingual or bilingual corpus, followed by TES-Editor, which edits candidate terms and, if a parallel corpus is available, automatically searches for translation equivalents. When TES-Wizard is running, a screen like the one in Figure 14 is displayed.

Figure 14. TES-Wizard interface (TES)

The ‘Corpus encode’, ‘Stop-words encode’ and ‘Output encode’ list boxes are used to select the character set that matches the corpus, the stop-words list and the output file, respectively. ‘Split output’ is used to choose the size of the partition allocated to the output file. Since a considerable number of candidates may be obtained from a corpus and editing files that are too large with TES-Editor is cumbersome, it is possible to select the file partition in several candidate values (or decide not to partition the file). Either way, even if

---

12 Stop-words lists are especially useful for creating glossaries and comprised of words that are empty of meaning (i.e. defined, indefinite, numerals or adverbs, etc.) and words with very general content. Although stop-words lists are available in different languages on the Internet, users can make their own stop-words list manually. To do so, an exclusion list must be created in a plain text file (.txt) with the words that to the user does not want to appear on the list. The words of the exclusion list must be separated from each other by commas (,) or paragraph breaks (¶). In our case, we have used the stop-words lists (in both English and Spanish) included in Terminology Extraction Suite.
a partition size is selected, a complete file will also be generated. Once the previous configurations are determined, given the characteristics of our corpus, the terminology of the bilingual corpus is extracted as follows. First, click on ‘Select Corpus File’. A dialog box will immediately open to indicate the corpus file. Bilingual corpora must be aligned in parallel in text format (.txt) and separated by tabs. Once the corpus has been uploaded, the following buttons can be activated or deactivated during the process. Secondly, to extract terms from the parallel corpus, select ‘Language 1’ or ‘Language 2’ to choose the second language. Thirdly, by clicking on ‘Select Output File’, a dialog box will open that allows the user to select the output file. If a ‘Split output’ value has been selected, a set of files with the same name but ending in part0, part1, etc., will be generated. Finally, click on ‘Configure n-grams’ to open a configuration screen for calculating n-grams. The lower and upper n and the stop-words list must be selected in this screen (see Figure 15).

Figure 15. Configuration of n-grams and selection of the stop-words list (TES-Wizard)

To end the process, click on ‘Calculate n-grams’. This will start the n-grams calculation process and a progress bar will be displayed to indicate the status of the process. Once the process is complete, the file of candidates will be ready. To start a new extraction process, click on ‘New’.

The aim of TES-Editor is to edit the term candidates extracted with TES-Wizard. When the program is running, a screen like the one in Figure 16 is displayed.

Figure 16. TES-Editor interface (TES)

The types of files that can be opened from the toolbar are monolingual corpus (‘Open mono corpus file’), bilingual corpus (‘Open paral. corpus file’), the list of candidate terms extracted using TES-Wizard (‘Open candidate list’) and a terminology list in text format with one term per line (‘Open terminology list’). By selecting ‘Open candidate list’ (see Figure 17), a list of candidates terms for the files (part0, part1, etc.) will appear on the screen. The TES-Wizard division option also allows working with smaller word lists. When ‘Open candidate list’ is selected, a screen like the one in Figure 17 will be displayed.

Figure 17. List of candidate terms (TES-Editor)

In the first column there are a series of boxes to choose the term to be exported. The second column shows the term frequency. The third column shows the term or candidate term. Finally, the fourth column is reserved for the results of the automatic search for translation equivalents. To edit the list in TES-Editor, select the relevant candidate terms to export a list of terms. By opening the parallel corpus, the word list can be translated to automatically search for translation equivalents. To use the ‘Translate’ function, it must be set by clicking on Configuration>Translate. The following window will appear to where the desired
parameters can be chosen (see Figure 18).

Figure 18. Translate function configuration (TES-Editor)

The ‘Nmax increment’ option indicates the maximum increase in n compared to the original term’s n. ‘Nmin decrement’ permits selecting the decrease in n compared to the original term’s n. ‘Maxim time’ is the maximum time spent by the algorithm to find the equivalent translation. ‘Maxim sentences’ is the maximum number of parallel corpus sentences that will be read before returning a possible equivalent. ‘Number of candidates’ indicates how many candidates will be displayed in the dropdown box. ‘Reverse parallel corpus’ is used to reverse the order of the languages in the parallel corpus. ‘Case sensitive’ permits distinguishing between uppercase and lowercase. The ‘Select L2 stop-words’ option opens the stop-words file corresponding to the target language (English in our case). Finally, tick
the ‘Filtering with stop-words’ option and click on ‘OK’ to accept all the options.

After making these selections, the equivalent translation can be searched for automatically by clicking on the translate menu. The program will display the most probable translation equivalent, but a list of candidate terms can also be displayed and a search for other possible translations can be performed. It is also possible to write directly in the box (see Figure 19).

Figure 19. Management of list of candidate terms (TES-Editor)

When searching for the translation equivalent, the term is automatically marked by its export. If desired, the box can be unchecked. Once the process is finished, there are three options: a) ‘File>Save’ and ‘File>Save As’ to save the candidate terms file and continue to work with it.

later on; b) ‘File>Export’ to export the search results or c) ‘File>New’ to prepare the program to edit a new file.

In our case, we chose the second option (File>Export). A browser will open to select the location of the generated glossary, name it and save it in plain text format. After carrying out these steps, the result is a document in which the Spanish terms appear on the left and their English translation equivalents on the right, separated by tabulation (see Figure 20).

![Figure 20. Terms exported from TES-Editor](image)

The document in .txt format exported with TES-Editor is then used to copy the terms (in Spanish) and their equivalents (in English) to paste them into a MicroSoft Excel sheet. Once copied, other useful fields can be included if desired. In our case, we have added a third column containing pronunciation in the target language (English), information that can be very relevant for the

interpreter. If several glossaries have been generated from the folder division (part0, part1, part2, etc.) created by TES-Wizard, all individual glossaries must be pasted into the Excel sheet and then sorted alphabetically (see Figure 21).

![Figure 21. Spanish-English glossary](image)

As can be seen in the figure, we have obtained a bilingual and monodirectional glossary (Spanish-English) from a bilingual parallel corpus that was aligned using LF Aligner and managed with Terminology Extraction Suite. In order to obtain the English-Spanish glossary, the columns must be ordered in Excel. To do so, select the column

containing the English translation equivalents and cut it. Then right-click on column A (where the terms are in Spanish) and choose the option ‘Insert cut cells’. The terms in English will appear in the left-hand column and the terms in Spanish in the right-hand column. Finally, as with the Spanish-English glossary, the entries are then ordered alphabetically and their corresponding phonetic transcriptions are included.

Figure 22. English-Spanish glossary

As shown in Figure 22, we have also obtained an

English-Spanish bilingual glossary from the bilingual parallel corpus. Thus, the final result is a two-directional, bilingual glossary (Spanish-English/English-Spanish) on dysphasia (SLI) comprising a total of 68 terms in each language.

4. CONCLUSIONS

Parallel corpora are particularly useful for meeting interpreters’ documentation needs. A representative and properly managed corpus is a very effective tool for identifying, extracting and translating lexical units in the form of a bilingual glossary to help interpreters in the research and documentation process prior to and during interpretation. The advantages of using corpora in interpreting are undeniable due to their objectivity and reusability for multiple purposes. Corpora are also easy to use and allow accessing and managing large amounts of information in a matter of seconds.

In this paper, we have described a protocolised method for terminology extraction based on a bilingual parallel corpus in order to generate a glossary on dysphasia that can be of use in medical interpreting. In order to determine the qualitative representativeness of the texts, we have first taken
into account the design criteria of the corpus and, secondly, adapted the Seghiri compilation protocol (2006 and 2015), which consists of four phases—searching, downloading, text formatting and saving data. A fifth alignment phase was added to the compilation protocol following Castillo Rodríguez (2009).

With a view to the subsequent management of the corpus, it was aligned using the LF Aligner program, resulting in a corpus of bitexts formed by 25 abstracts drawn from scientific articles in Spanish and their corresponding translations in English. In addition, the quantitative representativeness of the corpus was determined using the ReCor program. Terminology Extraction Suite (TES) was used to extract the terminology in both languages and export the candidate terms to implement a glossary. The process has resulted in a bilingual and bidirectional glossary (Spanish-English/English-Spanish) consisting of 68 terms in each language. The pronunciation of the terms in English and Spanish was also included in the glossary using the automatic phonetic transcribers PhoTransEdit\textsuperscript{13} and Aucel\textsuperscript{14}, respectively.

\begin{itemize}
\item \textsuperscript{13}Available at: \texttt{<http://www.photransedit.com/>}.
\item \textsuperscript{14}Available at: \texttt{<http://www.aucel.com/pln/transbase.html>}\textsuperscript{.}
\end{itemize}
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